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OPERATING SYSTEMS – CMP 325 

Assignment 01 

 

PART-I (Check your Concepts)            
Problem 1 
Consider a process scheduler that favors processes that have used the least processor time in the recent past. Why 
will this algorithm favor I/O-bound programs and yet not permanently starve CPU-bound programs? 

Problem 2 
Why is it important for the scheduler to distinguish I/O-bound programs from CPU-bound programs? 

Problem 3 
Which of the following scheduling algorithms could result in starvation? Give reason to justify your answer. 

a. First-come, first-served 

b. Shortest job first 

c. Highest Response Ratio Next 

d. Priority Based 

e. Round Robin 

f. Multi-level Feed Back Queue 

g. Rotating Staircase Dead Line scheduler 

h. UNIX SVR3 algorithm 

Problem 4 
Consider a set of n tasks with known runtimes R1, R2…R(n) to be run on a uniprocessor machine. Which of the 
processor scheduling algorithms will result in the maximum throughput? 

Problem 5 
What advantage is there in having different time-quantum sizes on different levels of a multilevel queuing system? 

Problem 6 
Consider a system running ten I/O-bound tasks and one CPU-bound task. Assume that the I/O-bound tasks issue an 
I/O operation once for every millisecond of CPU computing and that each I/O operation takes 10 milliseconds to 
complete. Also assume that the context-switching overhead is 0.1 millisecond and that all processes are long-running 
tasks. Calculate the CPU utilization for a round-robin scheduler when: 

a. The time quantum is 1 millisecond 
b. The time quantum is 10 milliseconds 

Problem 7 
Many scheduling algorithms are parameterized. For instance, the round-robin algorithm requires a parameter to 
indicate the time quantum. The multi-level feedback (MLF) scheduling algorithm requires parameters to define the 
number of queues, the scheduling algorithm for each queue, and the criteria to move processes between 
queues (and perhaps others. . .). Hence, each of these algorithms represents a set of algorithms (e.g., the set of 
round-robin algorithms with different quantum sizes). Further, one set of algorithms may simulate another (e.g., round-
robin with infinite quantum duration is the same as first-come, first-served (FCFS)). For each of the following pairs of 
algorithms, answer the following questions:  
1. Priority scheduling and shortest job first (SJF)  

a) State the parameters and behavior of priority scheduling  
b) State the parameters and behavior of SJF  
c) Can SJF simulate priority scheduling for all possible parameters of priority scheduling? (How or why not: State 

how to set SJF scheduling parameters as a function of priority scheduling parameters or explain why this 
cannot be done.)  

d) Can priority scheduling simulate SJF for all possible parameters of SJF?(How or why not?) 
2. Multilevel feedback queues and first come first served (FCFS)  

a) State the parameters and behavior of multi-level feedback queues  
b) State the parameters and behavior of FCFS  
c) Can FCFS simulate multi-level feedback for all possible parameters of multi-level feedback? 
d) Can multi-level feedback scheduling simulate FCFS for all possible parameters of FCFS?(How or why not?) 

3. Priority scheduling and first come first served (FCFS)  
a) Can FCFS simulate priority scheduling for all possible parameters of priority scheduling? (How or why not?)  
b) Can priority scheduling simulate FCFS for all possible parameters of FCFS? (How or why not?) 

4. Round-robin and shortest job first (SJF)  
a) State the parameters and behavior of round robin  
b) Can round robin simulate SJF for all possible parameters of SJF? (How or why not?)  
c) Can SJF simulate round robin for all possible parameters of round robin? (How or why not?) 
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PART-II (Practice Numerical) 
Question 1 
Consider following set of processes: 

 Process  Arrival Time  Burst Time 
 P0   0   3 
 P1   1   5 
 P2    3   2 
 P3   9   5 
 P4   12   5 
Calculate the finish time, waiting time, turnaround time of every process for following algorithms: 

a. FCFS 

b. SJF 

c. SRTF 

d. RR with time slice of 2 

e. RR with time slice of 3 

For every algorithm do calculate the average waiting time, average turn around time, the maximum number 
of processes which were there in the ready queue and the total number of process switches performed.  
 
Question 2 
Schedule the following processes using RR. The processes P1, P2 and P3 have arrived at time units 0, 1 and 

2 respectively. The number inside the parenthesis indicates the time units for CPU and I/O Bursts. Assume a 

time quantum of 4 time units.      

 

P1 
CPU Burst 

(6) 
I/O Burst 

(8) 
CPU Burst 

(3) 
I/O Burst 

(4) 
CPU Burst 

(5) 
 

P2 
CPU Burst 

(7) 
I/O Burst 

(5) 
CPU Burst 

(2) 
 

P3 
CPU Burst 

(5) 
I/O Burst 

(5) 
CPU Burst 

(4) 
I/O Burst 

(4) 
CPU Burst 

(3) 
 

Question 3 
Draw the graph for the following processes using MLFB Queue Scheduling algorithm.   

 Q1 - RR  - 20 sec 
 Q2 - RR  - 50 sec 
 Q3 - FCFS 
 Process  Arrival Time  Burst Time 
 P1   10   100 
 P2    50   120 
 P3   60   180 
 P4   65   110 
 P5   80   70 
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PART-Ill (Shell Commands) 
Write down a program in C, that receives two integers as command line arguments. The main thread creates a child 
thread and pass the two numbers to it after packaging those two numbers in a struct. The main thread waits for the 

termination of the child thread. The child thread function computes the power (first number raised to the power of 
second number). If the first number is 2 and the second number is 10 the thread function should display the result as 
1024. The thread function should use pow() library function of math library. After the child thread terminates the main 

thread enters in an infinite loop doing nothing. Compile this program and make an executable with the name of your 
rollno. Then perform following tasks: 
 
Task1: Use readelf(1), od(1), size(1) commands to get different attributes of your executable program file. 

Compile your program file with –g option to gcc and run the commands again to see the differences. Compile your 

program file with --static option to gcc and run the commands again to see the differences. Note down your 

observations. 
 
Task2: Execute the program, suspend its execution and then run it in the background. Execute the program in the 
background, and then bring it to the foreground. Mean while in another terminal keep checking various statistics of 
your process using ps(1) with –u and –l options. Keep a note of all this on paper. 

 
Task3: Use top(1) command and see confirm statistics that you have noted down using ps(1) in above task. Try 

changing its nice value and see the behavior of your process. Using top(1) send different signals to your running 

process and see whether a core file is generated or not. If not see what you need to change. Keep a note of all this on 
paper. 
 
Task4: Learn how can you change the nice value of a running process from shell using the renice(1) command. 

Also see how you can run your program with a nice value of something other than default from the shell using 
nice(1) command. Keep a note of your observations on paper. 

 
Task5: Use schedtool(1), (install using sudo apt-get install schedtool command) to change following 

scheduling parameters of your running process and note you’re your observations: 

• Change scheduling policy SCHED_BATCH, SCHED_IDLEPRIO, SCHED_NORMAL 

• Change nice value 

• Change static priority 

• Change cpu affinity 

• Mention a shell command to run your process with different scheduling parameters from the very 

beginning 

Task6: Observe different statistics of your running process by viewing the contents of the file in the /proc/[PID]/ 

directory. Particularly write down your understanding of the contents of the following files/directories: 

• cmdline 

• limits 

• environ 

• stat 

• status 

• statm 

• maps 

• cwd 

• exe 

• root 

• fd 

• task 
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Submission Instructions: 
• Solutions to all the parts must be your own hard work. DONOT let any one copy your assignment. In case 

of a copy both students will be awarded a ZERO may be some negative marks as well. 

• You have to submit your assignment in HAND written form on plain A4 Sheets. 

• Attach a cover sheet showing the assignment title, course and your personal information. 

• Simply staple the papers of your assignments and hand over to CR of your class. Respective CRs should submit 
all the assignments in my office before 11:15 am on Monday, November 20, 2017. In case of absence of CR, 
who so ever is having the smallest roll no in the class should perform this responsibility? 

• Late submissions will NOT be accepted. So start doing the problems from today so that you can submit your 
assignment in time. 

 

For cheating policy please refer to web site arifbutt.me 
 
 
 
 
 
 
 
 
 

TIME IS JUST LIKE MONEY. 
THE LESS WE HAVE IT; 

THE MORE WISELY WE SPEND IT. 
Manage your time and Good Luck  
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